Lab3

December 6, 2020

[1]:

**import torch**

**import torch.nn as nn**

**import torch.optim as optim import torch.utils.data**

**import torch.nn.functional as F import torchvision**

**from torchvision import** transforms

**from PIL import** Image

**import matplotlib.pyplot as plt import numpy as np**

%**matplotlib** inline

# *1*

[2]:

LEARNING\_RATE = 0.01

EPOCHS = 50

TRAIN\_DATA\_SIZE = 10000

[3]:

**def** check\_image(path):

**try**:

im = Image.open(path)

**return True except**:

**return False**

[4]:

img\_transforms = transforms.Compose([ transforms.Resize((64,64)), transforms.Grayscale(), transforms.ToTensor()

])

[5]:

train\_data\_path = "./train/" train\_data = torchvision.datasets.

*<→*ImageFolder(root=train\_data\_path,transform=img\_transforms,␣

*<→*is\_valid\_file=check\_image)

len(train\_data)

[5]:

60000

[6]:

val\_data\_path = "./val/"

val\_data = torchvision.datasets.

*<→*ImageFolder(root=val\_data\_path,transform=img\_transforms,␣

*<→*is\_valid\_file=check\_image)

[7]:

test\_data\_path = "./test/" test\_data = torchvision.datasets.

*<→*ImageFolder(root=test\_data\_path,transform=img\_transforms,␣

*<→*is\_valid\_file=check\_image)

[8]:

batch\_size=TRAIN\_DATA\_SIZE

[9]:

train\_data\_loader = torch.utils.data.DataLoader(train\_data,␣

*<→*batch\_size=batch\_size)

val\_data\_loader = torch.utils.data.DataLoader(val\_data, batch\_size=batch\_size) test\_data\_loader = torch.utils.data.DataLoader(test\_data,␣

*<→*batch\_size=batch\_size)

[10]:

**class SimpleNet**(nn.Module):

**def** init (self):

super(SimpleNet, self). init () self.fc1 = nn.Linear(4096, 250) self.fc2 = nn.Linear(250, 50) self.fc3 = nn.Linear(50,10)

**def** forward(self, x):

x = x.view(-1, 64\*64)

x = F.relu(self.fc1(x)) x = F.relu(self.fc2(x)) x = self.fc3(x)

**return** x

[11]:

simplenet = SimpleNet()

[12]:

optimizer = optim.Adam(simplenet.parameters(), lr=LEARNING\_RATE)

[13]:

**if** torch.cuda.is\_available(): device = torch.device("cuda")

**else**:

device = torch.device("cpu")

simplenet.to(device)

/home/blestrong/anaconda3/lib/python3.8/site-packages/torch/cuda/ init .py:52:

UserWarning: CUDA initialization: The NVIDIA driver on your system is too old (found version 6050). Please update your GPU driver by downloading and

installing a new version from the URL: <http://www.nvidia.com/Download/index.aspx> Alternatively, go to: https://pytorch.org to install a PyTorch version that has been compiled with your version of the CUDA driver. (Triggered internally at

/opt/conda/conda-bld/pytorch\_1603729096996/work/c10/cuda/CUDAFunctions.cpp:100.) return torch.\_C.\_cuda\_getDeviceCount() > 0

[13]:

SimpleNet(

(fc1): Linear(in\_features=4096, out\_features=250, bias=True) (fc2): Linear(in\_features=250, out\_features=50, bias=True) (fc3): Linear(in\_features=50, out\_features=10, bias=True)

)

[14]: **def** train(model, optimizer, loss\_fn, train\_loader, val\_loader, epochs=20,␣

*<→*device="cpu"):

**for** epoch **in** range(epochs): training\_loss = 0.0

valid\_loss = 0.0 model.train()

**for** batch **in** train\_loader: optimizer.zero\_grad() inputs, targets = batch

inputs = inputs.to(device) targets = targets.to(device) output = model(inputs)

loss = loss\_fn(output, targets) loss.backward()

optimizer.step()

training\_loss += loss.data.item() \* inputs.size(0) training\_loss /= len(train\_loader.dataset)

model.eval() num\_correct = 0

num\_examples = 0

**for** batch **in** val\_loader: inputs, targets = batch inputs = inputs.to(device) output = model(inputs)

targets = targets.to(device) loss = loss\_fn(output,targets)

valid\_loss += loss.data.item() \* inputs.size(0)

correct = torch.eq(torch.max(F.softmax(output), dim=1)[1], targets).

*<→*view(-1)

num\_correct += torch.sum(correct).item() num\_examples += correct.shape[0]

valid\_loss /= len(val\_loader.dataset)

print('Epoch: **{}**, Training Loss: **{:.2f}**, Validation Loss: **{:.2f}**,␣

*<→*accuracy = **{:.2f}**'.format(epoch, training\_loss, valid\_loss, num\_correct / num\_examples))

[15]:

train(simplenet, optimizer,torch.nn.CrossEntropyLoss(),␣

*<→*train\_data\_loader,val\_data\_loader, epochs=EPOCHS, device=device)

<ipython-input-14-f38d79bc5988>:28: UserWarning: Implicit dimension choice for softmax has been deprecated. Change the call to include dim=X as an argument.

correct = torch.eq(torch.max(F.softmax(output), dim=1)[1], targets).view(-1)

Epoch: 0, Training Loss: 5.08, Validation Loss: 2.19, accuracy = 0.16

Epoch: 1, Training Loss: 2.25, Validation Loss: 2.11, accuracy = 0.14

Epoch: 2, Training Loss: 2.07, Validation Loss: 2.06, accuracy = 0.18

Epoch: 3, Training Loss: 2.05, Validation Loss: 1.96, accuracy = 0.31

Epoch: 4, Training Loss: 1.93, Validation Loss: 1.82, accuracy = 0.34

Epoch: 5, Training Loss: 1.75, Validation Loss: 1.65, accuracy = 0.39

Epoch: 6, Training Loss: 1.58, Validation Loss: 1.50, accuracy = 0.41

Epoch: 7, Training Loss: 1.42, Validation Loss: 1.36, accuracy = 0.48

Epoch: 8, Training Loss: 1.27, Validation Loss: 1.24, accuracy = 0.55

Epoch: 9, Training Loss: 1.19, Validation Loss: 1.17, accuracy = 0.57

Epoch: 10, Training Loss: 1.11, Validation Loss: 1.08, accuracy = 0.60

Epoch: 11, Training Loss: 1.01, Validation Loss: 1.02, accuracy = 0.61

Epoch: 12, Training Loss: 0.98, Validation Loss: 0.95, accuracy = 0.65

Epoch: 13, Training Loss: 0.87, Validation Loss: 0.87, accuracy = 0.68

Epoch: 14, Training Loss: 0.84, Validation Loss: 0.79, accuracy = 0.73

Epoch: 15, Training Loss: 0.81, Validation Loss: 0.83, accuracy = 0.71

Epoch: 16, Training Loss: 0.77, Validation Loss: 0.69, accuracy = 0.76

Epoch: 17, Training Loss: 0.71, Validation Loss: 0.72, accuracy = 0.76

Epoch: 18, Training Loss: 0.79, Validation Loss: 0.72, accuracy = 0.75

Epoch: 19, Training Loss: 0.73, Validation Loss: 0.60, accuracy = 0.79

Epoch: 20, Training Loss: 0.66, Validation Loss: 0.59, accuracy = 0.81

Epoch: 21, Training Loss: 0.55, Validation Loss: 0.54, accuracy = 0.84

Epoch: 22, Training Loss: 0.54, Validation Loss: 0.49, accuracy = 0.86

Epoch: 23, Training Loss: 0.47, Validation Loss: 0.44, accuracy = 0.87

Epoch: 24, Training Loss: 0.45, Validation Loss: 0.42, accuracy = 0.87

Epoch: 25, Training Loss: 0.43, Validation Loss: 0.40, accuracy = 0.87

Epoch: 26, Training Loss: 0.43, Validation Loss: 0.41, accuracy = 0.88

Epoch: 27, Training Loss: 0.40, Validation Loss: 0.39, accuracy = 0.88

Epoch: 28, Training Loss: 0.37, Validation Loss: 0.39, accuracy = 0.88

Epoch: 29, Training Loss: 0.36, Validation Loss: 0.35, accuracy = 0.89

Epoch: 30, Training Loss: 0.33, Validation Loss: 0.34, accuracy = 0.90

Epoch: 31, Training Loss: 0.32, Validation Loss: 0.33, accuracy = 0.90

Epoch: 32, Training Loss: 0.30, Validation Loss: 0.32, accuracy = 0.90

Epoch: 33, Training Loss: 0.30, Validation Loss: 0.31, accuracy = 0.91

Epoch: 34, Training Loss: 0.28, Validation Loss: 0.30, accuracy = 0.91

Epoch: 35, Training Loss: 0.28, Validation Loss: 0.29, accuracy = 0.91

[16]:

Epoch: 36, Training Loss: 0.27, Validation Loss: 0.29, accuracy = 0.91

Epoch: 37, Training Loss: 0.26, Validation Loss: 0.28, accuracy = 0.91

Epoch: 38, Training Loss: 0.25, Validation Loss: 0.27, accuracy = 0.92

Epoch: 39, Training Loss: 0.25, Validation Loss: 0.27, accuracy = 0.92

Epoch: 40, Training Loss: 0.24, Validation Loss: 0.26, accuracy = 0.92

Epoch: 41, Training Loss: 0.24, Validation Loss: 0.26, accuracy = 0.92

Epoch: 42, Training Loss: 0.23, Validation Loss: 0.25, accuracy = 0.92

Epoch: 43, Training Loss: 0.23, Validation Loss: 0.25, accuracy = 0.92

Epoch: 44, Training Loss: 0.23, Validation Loss: 0.25, accuracy = 0.93

Epoch: 45, Training Loss: 0.24, Validation Loss: 0.26, accuracy = 0.92

Epoch: 46, Training Loss: 0.25, Validation Loss: 0.25, accuracy = 0.92

Epoch: 47, Training Loss: 0.26, Validation Loss: 0.26, accuracy = 0.92

Epoch: 48, Training Loss: 0.26, Validation Loss: 0.26, accuracy = 0.92

Epoch: 49, Training Loss: 0.24, Validation Loss: 0.26, accuracy = 0.92

#

labels = ['0','1', '2', '3', '4', '5', '6', '7', '8', '9']

img = Image.open("./test/0/4675.png") img = img\_transforms(img).to(device)

plt.imshow( img.permute(1, 2, 0), cmap ='gray' ) prediction = F.softmax(simplenet(img))

prediction = prediction.argmax()

print(labels[prediction])

0

<ipython-input-16-d51a979042ec>:8: UserWarning: Implicit dimension choice for softmax has been deprecated. Change the call to include dim=X as an argument.

prediction = F.softmax(simplenet(img))

![](data:image/png;base64,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)

[17]:

num\_examples = len(test\_data) num\_correct = 0

**for** data **in** test\_data:

prediction = F.softmax(simplenet(data[0])) prediction = prediction.argmax()

**if** data[1] == prediction: num\_correct += 1

print("Accuracy = **{}**".format(num\_correct/num\_examples))

<ipython-input-17-033a5615afd5>:4: UserWarning: Implicit dimension choice for softmax has been deprecated. Change the call to include dim=X as an argument.

prediction = F.softmax(simplenet(data[0]))

Accuracy = 0.950018443378827

# *2*

[18]:

torch.save(simplenet.state\_dict(), "tmp/simplenet\_2")

# *3*

[19]:

simplenet = SimpleNet()

simplenet\_state\_dict = torch.load("tmp/simplenet\_2") simplenet.load\_state\_dict(simplenet\_state\_dict)

[19]:

<All keys matched successfully>

[ ]: